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the blurry edges around the face area. Our proposed algorithm produces acceptable results with far less ringing artifacts.

1 CAT IMAGE RECONSTRUCTION
An important aspect we discuss here, is the reconstruction of an example image from Cat dataset [1] using the images from the same dataset. The figure 1 shows the reconstruction results for Cat dataset [1] with some of important filtered training images.

It can be seen that, the algorithm selects a variety of frequency components from different training images to compose the reconstructed image, i.e. low-frequency details, mid-frequency details and high-frequency details. Noticeably, the image constructed from the combination of the bandpass components of the training images is free of blur, especially near edges. Most of the mid-frequency to high-frequency components have been recovered. More than five thousand images are used for reconstruction. The reconstructed image lacks smaller details such as whiskers, fur etc.

Fig. 1: A visual demonstration of image reconstructed by the weighted combination of all the filtered training images using Cat dataset. (a) Blurred, (b)-(e) important filtered training images, and (f) the reconstructed image.

2 MORE DEBLURRING EXAMPLES
In this section, we focus on challenging examples for evaluation of deblurring algorithms. Figure 2 and 3 examples are challenging due to large blur kernels. Figure 2 is a car image with saturation in the rear end. The methods of [2], [3], [4], [5], [6], [7] fails to deblur the image. Our method generates the best result with little to no noise and ringings. Similarly, figure 3 shows the result of our method compared to the state-of-the-art. Here, by incorporating class-specific priors, our method can recover most of the suppressed frequencies compared to competing methods.
Fig. 2: A challenging blurred example with saturated pixels. Our method has generated the best results without producing any ringing artifacts.

Fig. 3: An extreme blurred image generated synthetically from CMU PIE [11]. Differences can be seen better in high resolution display.

3 Excluding Low Frequencies From the Prior
We have performed an experiment where the prior only covers the mid and high frequency bands, and the low frequency components of the latent image are estimated directly from the input image.

Without the low frequency in the prior, the average PSNR for the CMU dataset declines to 25.67 dB, i.e. a relative reduction of 16.5% from 30.75 dB (in Table 4 of the main paper, when all the frequency bands are incorporated in the image prior). In addition, Figure 4 demonstrates that the quality of the recovered images degrades when low-frequencies are ignored from the prior.

Hence, incorporating low frequency bands is actually beneficial, rather than harmful, to the deblurring task. As clarified in the previous point, the class-specific low-frequency information has a positive influence on the intermediate kernel estimates, which subsequently improves the image quality produced by the non-blind deconvolution step.

4 Distribution of Weights of Filtered Training Images
We plot a 2D colour map (below) for the weights used for the reconstructed image in figure 2. The columns correspond to the contributing images while the rows correspond to the frequency bands. The bands are divided in to low-frequencies
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Fig. 4: Different blurry images in first row generated synthetically from [11]. The second row shows the results when only mid and high level frequencies are used, while the results in last row are generated using low, mid and high-frequencies.

(rows 1 to 30), mid-frequencies (row2 31 to 60), and high frequencies (row 61 to 90). The filter weights are colour-coded, where red means high weights and blue means low weights. It can be seen from the plot that high frequency bands contributes the most to the reconstruction, followed by mid and low-frequency bands.

Fig. 5: The weights \( w_{i,j} \) for the reconstruction of the latent image in Figure 2 of the main paper.
5 YALE-B IMAGE RECONSTRUCTION ANALYSIS

Another important aspect we discuss in the section is the reconstruction of an example image from Yale-B [12] using the images from the same dataset and Cat dataset [1]. The figure 6 shows the reconstruction results for both Yale-B [12] and Cat dataset [1].

The reconstruction from the training images of Yale-B dataset contains ambiguous features as can be seen near eyebrows and hence results in low PSNR. This maybe due to low-light face images present in the dataset while the reconstruction from the cat images result in smoothing of the features on one side of the face, however, some features are correctly reconstructed, hence, better PSNR.
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Fig. 6: A visual demonstration of image reconstructed by the weighted combination of all the filtered training images using Yale-B dataset and Cat dataset. (a) Groundtruth, (b) the blurred image with the kernel, (c) the reconstructed image by using Yale-B dataset, and (d) the reconstructed image using Cat dataset. The PSNR is the higher when Cat dataset is used for reconstruction.
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